Fine-Tuning Pre-Trained Models to Determine Model Superiority for Enhanced Medical Image Diagnosis
Daniella Asare, Biomedical Engineering (M.S.)

Mentor: Vincent Pizziconi, PhD.

School of Biological and Health Systems Engineering

Will fine-tuning pre-trained models to determine model superiority be effective in computer vision applications for enhanced medical image diagnosis?

Computer vision as an evolving field has advanced tremendously In
many fields, notable amongst them is the field of medical image

diagnosis. The biggest challenge in this paradigm however remains

the slow nature of the data annotation process. Many research
works have been undertaken iIn self-supervised representation

learning to get supervision from the unlabeled data themselves.
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No large-scale evaluation has compared pre-trained models for
medical image analysis. In this project, various pre-trained models
from three main research streams are benchmarked to evaluate and

determine their superiority for medical image diagnosis.
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Algorlthms were tramed on chest X ray scans. Codes and

models were submitted as jobs to ASU’s Agave cluster.

RESULTS & DISCUSSION

Each image classification model was run 5 times in classifying

14 respiratory tract diseases namely Atelectasis, Cardiomegaly,
Nodule,

Effusion, Infiltration, Mass, Pneumonia, Edema,

Pneumothorax, Consolidation, Emphysema , Fibrosis, Hernia

and Pleural Thickening M\ [sJs [ mAUC

It was observed that | DenseNet151 0.8158
outcomes were highestt ResNet50 0.8134
for Hernia detection. ResNet18 08115
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The potential of this project extends beyond determining model
strength for specific tasks rather, it looks to identify and give
necessary recommendations for further work that could ultimately

lead to an overall enhancement and efﬂ(:lency In I\/Iachme Learnlng

for Medical Image Diagnosis.
This will help complement g~
Physician’s decision and provide P @ 4F
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With a surge In prostate cancer cases Iin the United States, the

potential of fine-tuning pre-trained models to determine model

superiority for prostate cancer diagnosis promises to be

revolutionary considering the issue of large intrasubject variation.
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